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Validation of turbulence models in heavy gas dispersion over obstacles
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Abstract

Accidental release and dispersion of toxic gases were always major hazards for public health and safety that process industries had to
deal with. Real terrain dispersion simulation for risk analysis purposes poses specific difficulties related to complex turbulence phenomena
development, especially when obstructions are found into the flow region. In this paper, several turbulence models are tested and compared
against experimental data of dense vapor dispersion, in order to decide for their suitability for simulating such flows. Computations were
carried out using the computational fluid dynamics (CFD) code CFX 5.6, while experimental data were obtained from Thorney Island large
scale field trials. Computational results showed good agreement with experimental measurements indicating that CFDs provide a reliable
means of estimating gas dispersion in real terrains.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Atmospheric dispersion of hazardous (toxic, flammable)
gases and vapors constitutes a severe threat for populations
adjacent to industries and storage areas, where such materi-
als are handled. Quantitative risk analysis for loss prevention
purposes demands successful simulation of eventual acci-
dental events, which is usually implemented with empirical
models. Another way is the use of advanced techniques of-
fered by computational fluid dynamics tools, which provide
a more precise and analytical approach to the studied phe-
nomenon.

With reference to gas dispersion, the so-called box models
developed in the past (SLAB, DEGADIS) are widely used
in risk analysis procedures providing relatively easy and fast
dispersion estimations[1,2]. Despite the convenience they
offer in their application, they appear to have some major
drawbacks: they describe unobstructed gas flow in flat ter-
rains and therefore cannot correctly model the physics of
complex interactions between scattered gas and obstacles.
Furthermore, they are one-dimensional averaging gas prop-
erties in the two dimensions vertical to dispersion direction
[3]. In fact, the properties of dispersed gas change in three
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dimensions, whereas risk estimation for inhabited areas im-
poses the presence of obstacles (buildings) within the flow
field. Moreover, the prediction of turbulent mixing between
scattering gas and air particles demands the use of specific
turbulent models.

On the other hand, computational fluid dynamics allows
the simulation of complex physical processes describing heat
and mass transport phenomena with fully developed mathe-
matical models. Specific models incorporated in CFD codes
predict the turbulent mixing between gas molecules and air
particles, in addition to cavity regions in the flow field (build-
ing wakes), which may result in entrapment of escaping gas
at low heights for relatively long time with increased health
effects.

Numerical simulation of dense gas dispersions have been
carried out in the past[4,5] usingk–ε turbulence model with
encouraging results. In this paper,k–ε in addition to three
other newly developed turbulence models (k–ω, shear stress
transport and SSG Reynolds) are tested against Thorney Is-
land field trials data. Thorney Island experiments are well
documented and analyzed in depth in the relevant bibliogra-
phy[6–8] providing useful information for subsequent dense
gas experiments set-up[9] and constituting a reliable data
set that have been used in verification procedures of box
[10] or more complicated[11–14]dispersion models.

Numerical simulation of the trials was performed via the
use of CFX 5.6 code, which uses the Reynolds averaged
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Nomenclature

C constant (dimensionless)
Cε1 k–ε turbulence model unitless constant equal

to 1.44
Cε2 k–ε turbulence model unitless constant equal

to 1.92
Cµ k–ε turbulence model unitless constant equal

to 0.09
G buoyancy production term of Reynolds stresses

in SSG model (kg m−1 s−3)
k turbulence kinetic energy per unit mass

(m2 s−2)
mi constant mass inflow rate (kg s−1)
p static (thermodynamic) pressure (kg m−1 s−2)
p′ modified pressure (kg m−1 s−2)
P shear production term of the Reynolds stresses

in SSG model (kg m−1 s−3)
Pk production rate of turbulence (kg m−1 s−3)
Pkb buoyancy production term (kg m−1 s−3)
Qi variable mass inflow rate equal tomi during

the release phase (kg s−1)
Sϕ source term of scalar variableϕ
t time (s)
tc time constant equal to 1 s
t0 time of release initiation (s)
t1 release phase duration (s)
u fluctuating velocity component in turbulent

flow (m s−1)
uz wind speed at heightz (m s−1)
u0 wind speed at 10 m height (m s−1)
U velocity vector (m s−1)
Z vertical coordinate (m)
Z0 reference height equal to 10 m

Greek letters
α1 dimensionless constant
Γ dynamic diffusivity (kg m−1 s−1)
δ the identity matrix/Kronecker delta function
ε turbulence eddy dissipation rate (m2 s−3)
ζ bulk viscosity (kg m−1 s−1)
λ dimensionless parameter
µ molecular (dynamic) viscosity (kg m−1 s−1)
µeff effective viscosity accounting for turbulence,

µ+ µt (kg m−1 s−1)
µt turbulence dynamic viscosity (kg m−1 s−1)
νt turbulence kinematic viscosity (m2 s−1)
π experimental value of gas cloud arrival time

(s) or concentration (%, v/v)
ρ density (kg m−3)
σk dimensionless turbulence model constant for

thek equation equal to 1.0
σε dimensionless constant in thek–ε turbulence

model equal to 1.3

σω dimensionless constant in thek–ω turbulence
model equal to 1.3

τ shear stress/molecular stress tensor
(kg m−1 s−2)

υ computational value of gas cloud arrival time
(s) or concentration (%, v/v)

Φ pressure strain tensor
ϕ general scalar variable
ω turbulent frequency (s−1)

Subscript
i i th trial

Superscript
T transpose of matrix

Navier–Stokes equations and is based on the finite volume
method for the governing equations discretization, namely,
the conversion of partial differential equations and auxiliary
(boundary and initial) conditions into a discrete system of
algebraic equations[15]. Comparisons between simulation
results and experimental data show good agreement between
them, resulting in the conclusion that advanced computa-
tional fluid dynamics techniques can be successfully applied
in risk analysis procedures with satisfactory accuracy.

2. CFD code structure

CFD codes are usually divided into three parts: pre-
processor, solver and post-processor for problem definition,
problem solution and results processing, respectively. CFX
5.6 code consists of four subsequent parts (Fig. 1):

1. CFX-Build, in which the computational domain geome-
try is constructed by the use of PATRAN Command Lan-
guage (PCL). Moreover, the division of the main domain
into a number of smaller control volumes (mesh genera-
tion) is achieved in this step.

2. CFX-Physics processor, where boundary conditions, tur-
bulence models, domain fluids and solution scheme are
defined.

3. CFX-Solver, where the code performs calculations to-
wards the final solution until the desired accuracy is
achieved.

4. CFX-Post, in which the elaboration of the results takes
place, supported by outstanding graphics capabilities (vi-
sualization of the geometry and control volumes, vector
plots showing the direction and magnitude of the flow,
visualization of the variation of scalar variables through
the domain). Quantitative numerical calculations are also
performed in this stage.

In CFX-Build, after the desired geometry has been de-
fined, the entire domain is sub-divided into a number of
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Fig. 1. The four stages in a CFD simulation.

smaller sub-domains (control volumes or cells) forming a
mesh, through the grid generation process (step 1). Once the
physical models which are to be included in the simulation
have been selected and fluid(s) properties plus the bound-
ary conditions have been entered (step 2), governing partial
differential equations are integrated over all the control vol-
umes and the integral equations are converted to a system of
algebraic equations. The latter are solved iteratively at nodal
points inside each cell aiming at minimization of the resid-
uals (iteration loop error) until the prescribed convergence
criteria are satisfied (step 3). In step 4, CFX-Post allows
visualization and quantitative post-processing of CFD sim-
ulations results; it is capable of generating a large variety of
graphical and geometric objects (points, lines, planes, vol-
umes, isosurfaces, vectors, contours, streamlines) and calcu-
lating the values of certain user-specified variables on them.

As mentioned above, CFX code uses Reynolds averaged
Navier–Stokes equations. The turbulence eddy frequency
of the large eddies has been plotted inFig. 2. The fre-
quency is of the order of 1 Hz for most of the domain, so
the time scale of the large eddies is of the order of 1 s.
The experimental time needed for the measured escaping
gas concentrations to dilute is of the order of 10–20 s.
Thus, the transient phenomenon studied is slower than the
time scale of large eddies and RANS averaging applies.
Consequently, the experimental and numerical results are
comparable.

Fig. 2. Turbulence eddy frequency (s−1) of large eddies in the computational domain.

3. Turbulence modeling

Turbulent flow can be defined as the viscous flow in which
fluid particles move in a random and chaotic way within
the flow field. The designation of viscous flow refers to
the flow of a real fluid regardless of its viscosity value.
Velocity and all other fluid properties vary continuously,
with strong concurrent molecular mixing between adjacent
fluid layers. In atmospheric flows, turbulence is the dominant
mechanism in the mixing and dilution of gaseous releases
[16], associated with the presence of natural obstacles (i.e.
trees), human structures (i.e. buildings) and ground surface
roughness.

Specific models are used to predict such effects in com-
plex fluid flows, where the presence of turbulence is certain.
Some have limited applications, while others can be applied
to a wider class of flows with a reasonable degree of confi-
dence. Most of them have been based on the Reynolds aver-
aged Navier–Stokes (RANS) equations[17] and can be clas-
sified as either eddy-viscosity or Reynolds stress models.

Eddy-viscosity turbulence models suggest that turbulence
consists of small eddies which are continuously forming and
dissipating, and in which the Reynolds stresses are assumed
to be proportional to mean velocity gradients. The simple
zero-equation model plus to the more complex two-equation
turbulence models comprise the family of eddy-viscosity
models.
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The Reynolds stress models are based on transport equa-
tions for all components of the Reynolds stress tensor and the
dissipation rate. The inherent modeling of stress anisotropies
theoretically makes Reynolds stress models more suited to
complex flows, practice, however, shows that they are often
not better than the two-equation models.

Four turbulence models were tested in this work for their
ability to predict the atmospheric dispersion of gas releases:
k–ε (standard),k–ω (standard), SST and SSG Reynolds
stress. A brief discussion and the theoretical background
for each model follow in the next paragraphs.

3.1. k–ε model

Belonging to the family of eddy-viscosity models, this is
one of the most prominent turbulence prediction tools imple-
mented in many general purpose CFD codes. It has proven
to be stable and numerically robust having a well estab-
lished predictive capability. Thek–εmodel uses the scalable
wall-function approach instead of standard wall functions,
improving robustness and accuracy when the near-wall mesh
is very fine.

Thek–ε model introduces two new variables into the sys-
tem of conservation equations, which take the form[18,19]:

• Continuity equation:

∂ρ

∂t
+ ∇(ρU) = 0 (3.1)

• Momentum equation:

∂ρU

∂t
+ ∇(ρU ⊗ U)− ∇(µeff∇U)

= ∇p′ + ∇(µeff∇U)T + B (3.2)

whereB is the sum of body forces andp′ the modified
pressure given by

p′ = p+ 2
3ρk (3.3)

and

µeff = µ+ µt (3.4)

The k–ε model assumes that the turbulence viscosity is
linked to the turbulence kinetic energy and dissipation via
the relation

µt = Cµρk
2

ε
(3.5)

The values ofk andε are directly calculated from the differ-
ential transport equations for the turbulence kinetic energy
and turbulence dissipation rate

∂(ρk)

∂t
+ ∇(ρUk) = ∇

[(
µ+ µt

σk

)
∇k

]
+ Pk − ρε (3.6)

∂(ρε)

∂t
+ ∇(ρUε)=∇

[(
µ+ µt

σε

)
∇ε

]
+ ε
k
(Cε1Pk−Cε2ρε)

(3.7)

wherePk is the turbulence production due to viscous and
buoyancy forces, which is modeled using

Pk = µt∇U(∇U + ∇UT)− 2
3(∇U)(3µt∇U + ρk)+ Pkb

(3.8)

3.2. k–ω and SST model

One of the main problems in turbulence modeling is
the accurate prediction of flow separation from a smooth
surface, existing in many technical applications both for
external and internal flows. Models based on theε-equation
predict the onset of separation too late and under-predict
the amount of separation later on. Currently, the outstand-
ing eddy-viscosity models in this area are thek–ε based
models. SST (shear stress transport) model was developed
to overcome deficiencies in the standardk–ω model and it
is considered more integrated compared withk–ω and is
recommended for high accuracy boundary layer simulation.
Both k–ω and SST belong to eddy-dissipation models.

The k–ω model assumes that the turbulence viscosity is
linked to the turbulence kinetic energy and turbulent fre-
quency via the relation

µt = ρk

ω
(3.9)

It solves two transport equations, one for the turbulent kinetic
energyk and one for the turbulent frequencyω:

• k-equation:

∂(ρk)

∂t
+ ∇(ρUk) = ∇

[(
µ+ µt

σk

)
∇k

]
+ Pk − β′ρkω

(3.10)

• ω-equation:

∂(ρω)

∂t
+ ∇(ρUω)

= ∇
[(
µ+ µt

σω

)
∇ω

]
+ αωPk

k
− βρω2 (3.11)

Pk is the production rate of turbulence, which is calculated
as in thek–ε model (Eq. (3.8)). The model constants are
given by

β′ = 0.09, α = 5
9, β = 0.075, σk = σω = 2 (3.12)

Both k–ε and k–ω turbulence models do not account for
the transport of the turbulent shear stress resulting in an
overprediction of the eddy-viscosity. The proper transport
behavior can be obtained by a limiter to the formulation of
the eddy-viscosity:

νt = α1k

max(α1ω,SF)
(3.13)

where

νt = µt

ρ
(3.14)
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F is a blending function of the distance to the nearest wall
and the flow variablesk, ω, which restricts the limiter to the
wall boundary layer, whileS is an invariant measure of the
strain rate.

3.3. SSG Reynolds stress model

Reynolds stress models have shown superior predictive
performance compared to eddy-viscosity models in cases,
such as buoyant flows or free shear flows with strong
anisotropy. These models are based on transport equations
for all components of the Reynolds stress tensor and the
dissipation rate.

SSG model solves differential transport equations indi-
vidually for each Reynolds stress component and therefore
is a differential Reynolds stress model (discriminated from
algebraic models that solve algebraic equations).

Although Reynolds stress models are generally flexible,
the increased number of transport equations leads to a higher
degree of complexity, and thus reduced robustness and in-
creased computational effort.

The Reynolds averaged momentum and Reynolds stresses
transport equations are listed below:

• Reynolds averaged momentum equation:

∂(ρU)

∂t
+ ∇(ρU ⊗ U)− ∇(µ∇U)

= −∇p′′ − ∇(ρu⊗ u)+ B (3.15)

wherep′′ is a modified pressure related to the static (ther-
modynamic) pressure by

p′′ = p+ ∇U
(

2µ

3
− ζ

)
(3.16)

• Reynolds stresses differential transport equation:

∂(ρ ⊗ u)
∂t

+ ∇(ρu⊗ u⊗ U)

− ∇
[
ρC

(
k

ε

)
u⊗ u(∇u⊗ u)T

]

= P +G+Φ− 2

3
ρεδ (3.17)

where P and G are the shear and buoyancy turbulence
production terms of the Reynolds stresses, respectively,Φ

the pressure strain tensor andC is a constant.

3.4. Introduction to CFX-Solver theory

Analytical solutions to the Navier–Stokes equations ex-
ist for only the simplest of flows under ideal conditions. To
obtain solutions for real flows a numerical approach must
be adopted whereby the equations are replaced by alge-
braic approximations which may be solved using a numeri-
cal method[17,19].

3.4.1. Discretization of the governing equations
This approach involves discretizing the spatial domain

into finite control volumes using a mesh. The governing
equations are integrated over each control volume, such that
the relevant quantity (mass, momentum, energy, etc.) is con-
served in a discrete sense for each control volume. Consider
the mean form of the conservation equations for mass, mo-
mentum and energy, expressed in Cartesian coordinates:

∂ρ

∂t
+ ∂(ρUj)

∂xj
= 0 (3.18)

∂(ρUi)

∂t
+ ∂(ρµjUi)

∂xj
= − ∂p

∂xi
+ ∂[µeff(∂Ui/∂xj + ∂Uj/∂xi)]

∂xj

(3.19)

∂(ρφ)

∂t
+ ∂(ρµjφ)

∂xj
= ∂[T(∂ϕ/∂xj)]

∂xj
+ Sϕ (3.20)

These equations can be integrated over a fixed control vol-
ume, using Gauss’ divergence theorem to convert volume
integrals to surface integrals as follows:

∂
[∫
v
ρ dv

]
∂t

+
∫
s

ρUj dnj = 0 (3.21)

∂
[∫
v
ρUi dv

]
∂t

+
∫
s

ρUjUi dnj

= −
∫
s

P dnj +
∫
s

µeff

[(
∂Ui

∂xj

)
+

(
∂Uj

∂xi

)]
dnj

+
∫
v

SUi dv (3.22)

∂
[∫
v
ρφ dv

]
∂t

+
∫
s

ρUjφ dnj =
∫
s

Γ

(
∂ϕ

∂xj

)
dnj +

∫
v

Sφ dv

(3.23)

wherev ands denote volume and surface integrals, respec-
tively, and dnj are the differential Cartesian components of
the outward normal surface vector. The surface integrals are
the integrations of the fluxes, whereas the volume integrals
represent source or accumulation terms.

The first step in solving these continuous equations nu-
merically is to approximate them using discrete functions.
The surface fluxes must be discretely represented at the in-
tegration points to complete the conversion of the continu-
ous equation into their discrete form. The integration points,
ipn, are located at the center of each surface segment in a
3D element surrounding the finite volume:

ρV(ρ − ρo)

,t
+

∑
ip

(ρUj ,nj)ip = 0 (3.24)
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ρV(Ui − Uo
i )

,t
+

∑
ip

ṁip(Ui)ip

=
∑
ip

(P ,ni)ip

+
∑
ip

[
µeff

[(
∂Ui

∂xj

)
+

(
∂Uj

∂xi

)]
,nj

]
ip

+ SUiV
(3.25)

ρV(ϕ − ϕo)

,t
+

∑
ip

ṁipφip =
∑
ip

[
Γ

(
∂φ

∂xj

)
,nj

]
ip

+ SφV

(3.26)

whereV is the control volume, the subscript ip denotes an
integration point, the summation is over all the integration
points of the finite volume,,nj the discrete outward surface
vector and,t the time step. Note that the first-order back-
ward Euler scheme has been assumed in this equation, and
the same solution scheme was used during the simulation
of the trials.

Superscript o refers to the old time level. The discrete
mass flow through a surface of the finite volume is denoted
by ṁip and is given by

ṁip = (ρUj ,nj)oip (3.27)

When the solution for a non-steady state problem is meant,
the first-order backward Euler scheme approximates the
transient term as

∂
[∫
v
ρφ dv

]
∂t

= ρV(ϕ − ϕo)

,t
(3.28)

3.4.2. The coupled system of equations
The linear set of equations that arise by applying the fi-

nite volume method to all elements in the domain are dis-
crete conservation equations. The system of equations can
be written in the form∑
nbi

anb
i φi = bi (3.29)

whereϕ is the solution,b the right-hand side,a the coeffi-
cients of the equation,i the identifying number of the finite
volume or node in question, and nb the “neighbor”, but also
includes the central coefficient multiplying the solution at
the ith location. The node may have any number of such
neighbors, so that the method is equally applicable to both
structured and unstructured meshes. The set of these for all
finite volumes constitutes the whole linear equation system.

3.4.3. Linear equation solution
The linearized system of discrete equations described

above can be written in the general matrix form

[A][ϕ] = [b] (3.30)

where [A] is the coefficient matrix, [ϕ] the solution vector
and [b] the right-hand side.

The above equation can be solved iteratively by starting
with an approximate solution,ϕn, that is to be improved by
a correction,ϕ′, to yield a better solution,ϕn+1, i.e.

ϕn+1 = ϕn + ϕ′ (3.31)

whereϕ′ is a solution of

Ȧϕ′ = rn (3.32)

with rn, the residual, obtained from

rn = b− Aϕn (3.33)

Repeated application of this algorithm will yield a solution
of the desired accuracy.

4. Description of the Thorney Island field trials
considered

In contrast with Phase I dense vapor dispersion trials
at Thorney Island, where released gas was allowed to dis-
perse in a flat site, the objective of Phase II was to study
the dispersion of heavier than air gases around obstacles.
Phase II program would generate a satisfactory set of results
for validation of wind tunnel modeling schemes. Moreover,
fluid dynamic phenomena such as the interaction between
the density-stratified flow and the building (whether the gas
flows around or over it) and the interaction between the wake
of the building and the flow (turbulence enhancement) could
also be investigated.

In the trials with the isolated building (nos. 26 and 29),
the obstacle was a cube 9 m×9 m×9 m consisted of plastic
sheets attached to a wooden frame. The complete structure
was mounted on a trailer and was moved to the required
position shortly before the release of gas, according to the
wind direction record. The gas source was a cylindrical (ac-
tually 12-sided) tent of 14 m diameter, 13 m height and total
volume capacity of 2000 m3, made from flexible material,
which was left to fall to the ground at the beginning of each
trial [20].

4.1. Thorney Island trial no. 26

In this trial, the mobile cubical building was situated 50 m
downwind from the cylindrical gas tent (Fig. 3) and the re-
leased gas was a mixture of Refrigerant-12 diluted with ni-
trogen. The percent gaseous mixture composition was 68.4%
nitrogen and 31.6% Freon 12 (w/w). During the trial exe-
cution, wind speed was relatively low (1.9 m s−1) and the
cloud was swept around the sides of the building without
significant elevation at the front of the cube. However, the
view from an elevated video camera showed that the cloud
front splashed up the downwind building face. Concentra-
tion measurements were recorded on the front plus to the
rear face of the obstacle (with respect to wind direction).
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Fig. 3. Surface mesh of trial no. 26 computational domain. Air inflow from the left-hand side.

4.2. Thorney Island trial no. 29

This was the only trial performed with the building up-
wind from the gas source (Fig. 4). The gas released in this
experiment was the same with that of trial no. 26 mixture,
but the wind speed was relatively high (5.6 m s−1). The sep-
aration from the rear face edge of the cube to the upwind
surface edge of the source container was 20 m. Results ob-
tained showed that the gravity front traveling upwind was
entrained by the low pressure region in the wake of the
building, resulting in gas entry into the wake and drawing
up the rear face of the building. Very little gas was observed
to travel around the sides of the obstacle, while available
concentration measurements are referred to the rear face of
the building[21].

Fig. 4. Surface mesh of trial no. 29 computational domain. Air inflow from the left-hand side.

5. Boundary conditions

Boundary conditions are specifications of properties or
conditions on the surfaces of the domains and are required
to fully define the flow simulation. Regarding the computa-
tional domains inFigs. 3 and 4, the boundary conditions set
for the wind profile and gas inflow are demonstrated below.

5.1. Gas inflow

At Thorney Island nos. 26 and 29 tests, approximately
2000 m3 of Freon 12/nitrogen mixture was released into the
atmosphere in about 1.5 s[6], corresponding to an instan-
taneous release. In order to set the inflow boundary condi-
tion for the transient problem, released mixture mass inflow
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Table 1
Values of released gas inflow rate (mi )

Trial
number

Released gaseous
mixture density
relative to air

Total released
volume (m3)

Total
released
mass (kg)

Mass inflow
rate,mi

(kg s−1)

26 2.00 1970 4767 3178
29 2.00 1950 4719 3146

rate (Qi ) was given through a properly adapted step function
[22]:

Qi = mi × step

[
− (t − t0)(t − t1)

t2c

]
(5.1)

wheremi takes the values given inTable 1.

5.2. Wind inlet

Wind speed is one of the most significant parameters
in problem definition procedure, since it determines how
quickly emitted gas will be diluted by passing volumes of
air. The corresponding boundary condition should take into
account the reduction of wind speed value near the ground
level due to frictional effects.

If wind speed at a fixed height is known (typical refer-
ence height 10 m), then wind velocity profile may be given
through a power low correlation

uz = u0 ×
(
Z

Z0

)λ
(5.2)

whereλ is a dimensionless parameter, whose value depends
upon atmospheric stability category and surface roughness
[23]. Regarding the trial nos. 26 and 29, the values ofλ are
given inTable 2.

In addition to the above, the ground and the building faces
were defined as fixed stable walls, where the fluid velocity
is equal to zero according to the non-slip condition, whereas
the remaining planes of the domain were specified via a
relative pressure value, which was set equal to zero and
corresponds to the relative static pressure when outflow takes
place.

6. Simulation results

Having determined the boundary conditions regarding
trial nos. 26 and 29, mass, energy and momentum equations

Table 2
Values of parameterλ in power law correlation (Eq. (5.2))

Trial
number

Wind speed at
10 m altitude
(m s−1)

Atmospheric
stability

Surface
roughness
(m)

Parameter
λ (unitless)

26 1.9 B 0.005 0.07
29 5.6 D 0.005 0.15

Fig. 5. Gas concentration vs. time for trial no. 26 (front face of building)
using thek–ε turbulence model.

were solved in the 3D space limited by the domain bound-
aries. Computational grids consisted of 33,791 and 25,586
volume elements, respectively. Since the aim was to compute
concentration values at different times, the problem must be
solved in transient form. Total simulation time was 250 s for
trial no. 26 and 90 s for trial no. 29 with relatively short time
steps: 124 s(8×0.25 s+20×0.5 s+60×1 s+36×5 s) and
76 s(8× 0.25 s+ 40× 0.5 s+ 3× 1 s+ 20× 2 s+ 5× 5 s),
respectively. In both cases, each problem was firstly solved
in steady state to obtain initial values for the transient
simulations.

Steady state runs terminated after approximately 140–200
iterations allowing a reasonable convergence to be achieved.
The convergence criterion was the residual RMS (residual
of root mean square) to be equal to or less than 10−4. Tran-
sient runs needed 7–12 iterations per time step to reach the
desirable residual value. Total time required for the full sim-
ulation of a problem was fluctuated between three and eight
hours on an 800 MHz Intel® Celeron processor with 256 MB
of RAM, depending on the total number of time steps and
the robustness of the turbulence model used.

Results obtained from the numerical simulation of trial
26 are shown inFigs. 5–12. In Figs. 5–8computational re-

Fig. 6. Gas concentration vs. time for trial no. 26 (front face of building)
using thek–ω turbulence model.
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Fig. 7. Gas concentration vs. time for trial no. 26 (front face of building) using the SSG turbulence model.

Fig. 8. Gas concentration vs. time for trial no. 26 (front face of building) using the SST turbulence model.

Fig. 9. Gas concentration vs. time for trial no. 26 (rear face of building)
using thek–ε turbulence model.

Fig. 10. Gas concentration vs. time for trial no. 26 (rear face of building)
using thek–ω turbulence model.
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Fig. 11. Gas concentration vs. time for trial no. 26 (rear face of building) using the SSG turbulence model.

sults are compared with experimental concentration mea-
surements recorded on the front face of building at the height
of 6.4 m. InFigs. 9–12results are compared with measure-
ments recorded at the back face of building at the height of
0.4 m. As one can see, simulations yielded results that are
found in good agreement with the experimental records. The
difference between computed and experimental concentra-
tion curves lies in temporal hysteresis of the former consid-
ering the maximal concentration value.

With reference to trial no. 29, experimental data have been
recorded to the back face of building at the height of 0.4 m.
Their comparison with computational results is displayed in
Figs. 13–16. In contrast with trial no. 26, computed concen-
tration curves have a temporal antecedence compared with

Fig. 12. Gas concentration vs. time for trial no. 26 (rear face of building)
using the SST turbulence model.

Fig. 13. Gas concentration vs. time for trial no. 29 (rear face of building)
using thek–ε turbulence model.

Fig. 14. Gas concentration vs. time for trial no. 29 (rear face of building)
using thek–ω turbulence model.
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Fig. 15. Gas concentration vs. time for trial no. 29 (rear face of building)
using the SSG turbulence model.

the experimental ones. Predicted maximal concentrations are
found close to the experimental values with reasonable de-
viations.

Computed concentration curves for both trials appear to
be smooth in comparison with experimental ones, due to
the averaging process, which smoothes the fluctuations of
computational data[24].

In general, CFD predictions were found to be in good
agreement with experimental data. Among the models used
in the simulations,k–ε and SST are distinguished for their
robustness. They converged to the desired criterion(RMS =
10−4) in a comparatively small number of iterations. More-
over,k–ε and SST models yielded results of good accuracy
similar to that of SSG model, which however required per-
ceptibly more CPU time to finish the calculations execution.
The behavior ofk–ω in the simulations was similar to that
of k–ε model with slightly more requirements in CPU time
and yielded results at about the same accuracy level as those
of k–ε model (Tables 3 and 4).

That behavior of the models tested (overestimation as re-

Fig. 16. Gas concentration vs. time for trial no. 29 (front face of building)
using the SST turbulence model.

Table 3
Correction factors for experimental maximal concentrations

Condition k–ε
model

k–ω
model

SSG
model

SST
model

Downwind correction factor 0.93 1.11 0.85 0.88
Upwind correction factor 0.99 1.06 0.99 0.83

gards SSG,k–ε and SST and underestimation with reference
to k–ω) is expressed through the systematic errors apparent
through the plots and can be explained by the different turbu-
lence parameters used in each model and hence, the different
modifications in governing RANS equations. Perhaps, pre-
dicted maxima discrepancies, as well as temporal deviations
regarding cloud arrival times would be diminished by using
a much more refined mesh, but such an approach would de-
mand large processing times and additional computational
power.

Concerning the deviations that appear inFigs. 5–16be-
tween computational and experimental concentration curves,
appropriate factors may be established for the correction of
the maximal concentration and the arrival time values pre-
dicted by the models. As referred in the work of Duijm
et al. [25], assessment of dispersion modeling performance
depends substantially on the data sets used. As a result, the
correction factors calculated below will hardly be realistic
for other experiments. Ifπ is the experimental (true) value
of concentration or the arrival time andυ the correspond-
ing computational prediction (approximating value), then the
correction factor (CF) is given by the relation

CF = π

υ
(6.1)

Maximal concentration correction factors are shown in
Table 3, while the correction factors of arrival time are
given inTable 4. Trial nos. 26 and 29 have opposite release
orientation (downwind and upwind release) and, as a result,
they should be considered separately in CF calculations.

Correction factors displayed inTables 3 and 4are the av-
erage CF values corresponding to a certain variable (maxi-
mal concentration and arrival time, respectively) and condi-
tion (downwind or upwind release). Correction factors dis-
played inTable 3show that, independent of release con-
ditions,k–ω model underestimates maximal concentrations,
whereask–ε, SSG and SST models overestimate them. In
Table 4, as regards trial no. 26, downwind correction factors
are smaller than unity indicating that arrival time is overes-
timated and hence computational concentration curves will
present temporal hysteresis (Figs. 5–12). On the contrary,

Table 4
Correction factors for gas cloud arrival times at downwind and upwind
conditions

Release conditions k–ε
model

k–ω
model

SSG
model

SST
model

Downwind correction factor 0.49 0.43 0.47 0.48
Upwind correction factor 2.08 2 2.33 2.22
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upwind correction factors corresponding to trial no. 29 are
bigger than unity confirming computational underestimation
of the arrival time, which leads to temporal precedence of
computed concentration curves inFigs. 13–16.

Furthermore, it is evident fromFigs. 5–16that the experi-
mental variability is very significant, whereas the experimen-
tal maxima are obtained from single point measurements.
Consequently, the deviations between the experimental and
the computed results may not be as great as they seem to be
in some cases. Thus, it is quite probable that higher preci-
sion sensors could give results much closer to the computed
ones.

7. Conclusions

Successful simulation of atmospheric gas dispersion con-
tributes to a better comprehension of complex phenomena
that dominate within the flow field under real conditions
(presence of obstacles, turbulence generation). CFD codes
constitute powerful tools in complex physical processes sim-
ulation providing high accuracy results with excellent visu-
alization capabilities, which can be helpful in quantitative
risk analysis applications.

The k–ε and SST models showed improved robustness
during solver processing. The SSG model entailed increased
CPU time without significant enhancement of accuracy of
results. The SSG,k–ε and SST models appeared to overesti-
mate maximal concentrations recorded in the trials, whereas
k–ω model underestimate them.

In general, the results obtained through the numerical sim-
ulation show good agreement compared with the experimen-
tal data leading to the conclusion that computational fluid
dynamics can be effectively used in toxic dispersion con-
sequence assessment procedures, where “box” models have
limited capabilities.
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